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Chapter 1
Three-Dimensional Integration of Integrated
Circuits—an Introduction

Chuan Seng Tan

1.1 Background and Introduction

Imagine a situation where you need to travel between vour home and office eveny
dav. You need to put up with time lost during commute as well as paying for the
fuel. One possible solution 1s to have vour home m another floor of vour office
building. In this way, all you need to do is to go up and down between [loors and
you can save iime and cost. This simple 1dea can similarly be applhed to boost the
overall perlormance in [uture integrated circuils.

For the past 40 over vears, higher computing power was achieved primarly
through commensurate performance enhancement of transistors as a result of con-
tinuously scaling down the device dimensions in a harmonious manner. This has
resulted 1n a steadv doubling of device density from one technology node to an-
other as famously descrnibed by Moore’s Law. Improvement in transistor switching
speed and count are two ol the most direct contributors to the historical perfor-
mance growth n mtegrated circuits (particularly m sithcon-based digital CMOS),
T'his scaling approach has been so effective in many aspects (performance and cost)
that mmtegrated circuits have essentally remaimed a planar platform throughout this
period of rigorous scaling, As performance enhancement through geometrical scal-
ing becomes more challenging and demand for higher functionality inereascs, there
15 lremendous interest and potential to explore the third dimension, 1.e., the verli-
cal dimension ol the mtegrated circuits. This was rnghtly envisioned by Richard
Fenvman. physicist and Nobel Laureate. when he delivered a talk on “Computing
Machines m the Future”™ mn Japan in 1985 His ongmal text reads: “Another di-
rection of improvement (in computing power) 1s to make phvsical machines three
dimensional instead of all on a surface of a chip. That can be done in stages instead
ol all at once—you can have several layers and then add many more lavers as time

C. 8. Tan {[+4)

School of Electnical and Electrome Engimeenng, Manvang Technological Umversity,
0 Nanvang Avenue, 639798 Simgapore

Tel.: +63-67905636

e-matl; tancsiedntu.edu.sg

A Sheibanyrad et al. (eds.). 30 Integration for No(-based SoC Archilectures, 3
Integrated Crrewts and Svstems, DOT 1O 1007 978-1-4419-7618-5 1,
© Springer Science-Business Media, 1LLL.C 2011



4 C. 5. Tan

goes on” [1]. The need for 3D integration has become clear going forward and 1t
was reiterated by Dr. Chang-Gyu Hwang, President and CEO of Samsung Elec-
tronics’ Semiconductor Business, when he delivered a keynote speech at the 2006
International Flectron Devices Meeting (IEDM) 1n San I'rancisco entitled “New
Paradigms 1n the Silicon Industry™ [2]. Some importlant points ol his speech are
quoted: “The approaching era ol electronics technology advancement—the Fusion
FEra—will be massive i scope. encompassing the fields ol mformation technology
(I'T). bro-technology (BT), and nano-technology (NT) and will ereate boundless op-
portuntlics for new growth to the semiconductor industry. The core element needed
to usher in the new age will be a complex integration of different tvpes of devices
such as memory, logic, sensor, processor and soltware, together with new maternals,
and advanced die stack technologies, all based on 3-D silicon technology.”

1.2 Motivations and Drivers

This section examines the role ol 3D integration i ensuring that perlormance
growth enjoved by the semiconductor industry as a direct resull of geometrical scal-
mng. coupled with the mtroduction of performance boosters 1 more recent nodes.
as predicted by Moore’s Law can continue in the future. Scaling alone has met with
diminishing return due to fundamental and economies scaling barriers (non-com-
mensurate scaling). 31) integration explores the third dimension of IC integration
and ollers new dimension lor performance growth. 31 mtegration also enables in-
tegration ol disparate chips in a more compact form [actor and 1l 1s touted by many
as an attractive method for system mimaturization and lunctional diversilication
commonly known as heterogeneous mtegration,

1.2.1 Sustainable IC Performance Growth

Beginning with the mvention ol the [rst integrated circuit m 1938 by Kilby and
Novee, the world has witnessed sustainable performance growth in IC. The trend 1s
best exemplified by the exponential improvement in computing power (measured
in million instructions per second, MISF) in Intel's micro-processors over the last
40 vears as shown m Iig. 1.1 [3].

This continuous growth 15 a result ol the ability to scale silicon transistor Lo
smaller dimension mn every new technology nodes. The growth continued, instead of
hitting a plateau, i more recent nodes thanks to the addition of performance boost-
ers (e g, strained-51. high-x and metal gate, ete) on top of conventional geometrical
scaling. Scaling doubles the number of transistors on IC (famously described by
“Moore’s Law’) 1in every gencration and allows us to integrate more functions on
[C and to increase 1ts computing power. We are now in the (iga-scale integration
era lealured by billions of transistors, GHz operating [requency, ete. Going lorward
o Tera-scale integration. however, there are a number of imminent show-stoppers
(described 1n the next section) that pose senous threat to continuous performance
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enhancement 1 IC and a new paradigm shift in IC technology and architecture
1s needed to sustamn the historical growth. It 1s widely recognized that the growth
can be sustained 1f one utilizes the vertical (1.¢., the third) dimension of 1C to build
three-dimensional IC. a departure from today s planar IC as projected in F1g. 1.2,

Three-dimensional integrated circuits (31 IC) refers Lo a stack consists of mul-
tple ultra-thin layers ol IC thal are vertically bonded and nterconnected with
through stlicon via (ITSV) as shown n Fig. 1.3, In 3D implementation. each block
can be fabricated and optimized using their respective technologies and assembled
to form a vertical stack. 31 stacking of ultra-thin 1Cs 15 1dentified as an inevitable
solution for future performance enhancement, syvstem miniaturization, and fune-
tional diversification.

Architectural
30D Integration

Business as usual

Performance Boosters
(Cuflow-k, Strain, HKAMG, High-pt
channels, 30 structures)

Performance

Business as usual

Geometrical Scaling

=
1990s 2000s Year

Fig, 1.2 Historical 1C perlformance growth can be sustained with a new paradigm shift to 3-D
integration
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1.2.2  Show-Stoppers and 3-D Integration as a Remedy

1.2.2.1 Transistor Scaling Barriers

There are at least two barriers that will slow down or impede further geometrical
scaling. The first one relates to the fundamental properties of transistor in extremely
scaled devices. Experimental and modeling data suggest that performance improve-
ment 1n devices 15 no longer commensurate with 1deal scaling in the past due to high
leakage and parasitic hence they consume more power. This 1s shown in Fig. 1.4 by
Khakilirooz and Antomadis [4]. The mtrmsic delay of n-MOS 15 shown (o merease
bevond the 45 nm despite continuous down scaling ol the transistor pitch.

Fig. 1.4 The mminnsic delay
in n=-MOS transistor is

projected 1o nerease in luture

nodes despite continuous
down scaling of the device
pitch [4]
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Fig. 1.5 Measured leakage current and threshold voltage in 65 nm devices reported by IBM [6]

Another 1ssue related to scaled devices 1s vanability |5 Vanability in transistor
performance and leakage 1s a critical challenge to the continued scaling and effective
utihzation of CMOS technologies with nanometer-scale feature sizes. Some of the
factors contributing to the variability increasc arc fundamental to the planar CMOS
transistor architecture. Random dopant fluctuations (RDI's) and line-edge roughness
(LER) are two examples ol such mirnsic sources ol varnation. Other reasons lor the
variability merease are the advanced resolution-enhancement techmques (RETs) re-
quired to print patterns with feature sizes smaller than the wavelength of lithography.
Transistor variation affects many aspects of [C manufactunng and design. Increased
transistor variability can have negative impact on product performance and vield, Fig-
ure |5 shows measurement data reported by IBM on its 65 nm devices that clearly
show vanation 1n leakage current and threshold voltage. Vanability worsens as we
continue to scale m [uture technology nodes and 1115 a severe challenge.

The second barmer concerns the economic aspect of scaling. The development
and manufacturing cost has mereased from one node 1o another making scaling
a less favorable option in future nodes of IC. 30) ntegration on the other hand
achicves device density multiplication by stacking [C lavers in the third dimension
without aggressive scaling. Therefore 1t can be a viable and immediate remedy as
conventional scaling becomes less cost ellective.

1.2.2.2  On-Chip Interconnect

While dimensional scaling has consistently improved device performance in terms
ol gate swilching delay, 1t has a reverse ellect on global interconnect latency [7].
The global mnterconnect RC delay has increasmgly become the circunt performance
limiting lactor especially in the deep sub-micron regime. Even though Cuflow-x
multilevel interconnect structures improve interconnect RC delay, they are not a
long-term solution since the diffusion barrer required with Cu metallhization has a
[nite thickness that 1s not readily scaled. The effective resistance ol the interconnect
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2-D wires

3-D wires

C1

Wire Counts

b Wire Length

Fig. 1.6 a Long global wires on 1C can be shortened by chip partitioning and stacking. b 31 inte-
gration reduces the number of long wires on 1C

15 larger than would be achieved with bulk copper, and the dillerence mcreases with
reduced interconnect width. Surface electron scattering further imncreases the Cu line
resistance. and hence the RC delay suffers [8]. When chip size continues to merease
to accommuodate for more functionalities, the total interconnects length mereases at
the same time. This causes a tremendous amount of power to be dissipated unneces-
sar1ly 1n interconneets and repeaters used to minimize delay and latency. On-chip
signals also require more clock cveles to travel across the entire chip as a result of
imcreasing chip size and operating Irequency.

Rapid nise 1n mterconnects delay and power consumption due to smaller wire
cross-section, tighter wire pitch. and longer lines that transverse across larger chips
15 severely limiating 1C performance enhancement in current and future nodes. 3D IC
with multiple active Si layers stacked vertically 1s a promising method to overcome
this scaling barrier as it replaces long inter-block global wires with much shorter
vertical inter-layer inlerconnects as shown in Iig. 1.6,

1.2.2.3  OIT-Chip Interconnect (Memory Bandwidth Gap)
Figure | 7a depiets the memory hicrarchy in today’s computer system in which the

processor core 1s connected to the memory (DRAM) via power-hungry and slower
ofl-chip buses on the board level Data transmission on these buses experiences
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Fig. 1.7 a Memory Hier- On-chip Wires
archy in today computer 1 B
svstem. b [Direct placement
of memory on processor
improves the data bandwidth

off-chip Buses

Main Memory
(DRAM)

TSV

severe delay and consumes significant amount ol power. The number of available
bus channels 15 also limited by the amount of external pin count available on the
packaged chips. As a consequence, the data bandwidth suffers. As the computing
power in processor increases in each generation, the limited bandwidth between
processor core and memory places a severe limitation on the overall svstem perfor-
mance [Y]. The problem 15 even more pressing in multi-core architecture as every
core will demand lor data supply. To close this gap. the most direct way 1s Lo shorten
the connections and to mcrease the number of data channels. By placing memory
directly on processor, the close proximity shortens the connections and the density
of connections can be increased by using more advanced CMOS processes (as op-
posed to packaging/assembly processes) to achieve fine-pitch TSV, This massively
parallel interconnection 1s shown in I1g. 1.7b. Table 1.1 1s a companson between
21D and 3D implementations in terms of connection density and power consump-
tron. Clearly, 3D can provide bandwidth enhancement (100X increment at the same
frequency) at lower power consumption (10X reduction). Effectively. this translates
mto 1,000X mprovement in bandwidth/power efficiency. an extremely encourag-
ing and impressive number.

Table 1.1 Companson ol 2D and 3D implementations

2D 3D Remark
Connections densitv <1e3 per cm? ~1e5 per cm? 100X increment
*Power consumption per pin/via 3040 mW ~25 pW
Total power consumption {per cm”) 3040 W 25W 10X reduction

*Data from Tezzaron [101].
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1.3 Options of 3D IC

1.3.1

System Integration Landscape

Svstem integration, that 1s, the integrating together of circuts or intellectual prop-
ertv (IP) blocks, 1s one of the major applications ol 31D integration. As such, 3D
integration must compete against a number of established technologies. Iigure | .8
compares the relative capability of several system integration methods (board, 2D
multi-chip module—2D-MCM. package-on-package—PoP. svstem-in-package
S1P. and 2D system-on-chip—2D-50C) m terms ol form lactor and mterconnects
density between circuit blocks [11] 3D integration offers more compact form lactor
and higher chip-to-chip interconneets density |11, 12]. Comparing with 2D-SoC,
3D integration shortens time-to-market and lowers the system cost. By using larger
number of smaller and shorter through silicon via (T5V) as compared to wire bond-
ng i 51P, perlormance 15 enhancement via 3D mtegration due to smaller latency
and higher bandwidth, as well as smaller power consumption.

1.3.2  Classification

There are a number of technology options to arrange mtegrated circuils i a vertical
stack. It 1s possible to stack ICs n a vertical fashion at various stages of process-

N
Board

m

S, A

m B
5 2D MCM
©
m
K -
£ e
Yy ) PoP ; .~ B

-u"-

S p Pk PrY SoC

® SiP System-on-chip

E g stackedw | )

wirebond )
3D
.
¥
increasing
Circuit-to-Circuit Interconnect Density >

Fig. 1.8 Companson of various system integration technologies in terms of form lactor and cir-
cuit-to-ciremt interconnect density [ 11, 12
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mg: (1) post-singulation 3D packaging (e g, chip-to-chip), and (2) pre-singulation
waler level 3-D integration (c.g.. chip-to-wafer, waler-to-wafer, and monolithic
approaches). Active layers can be vertically interconnected using physical contact
such as bond wire or interlaver vertical via (including TSV). It 1s also possible o
eslablish chip to chip connection via non-contact (or wireless) hinks such as capaci-
tve and inductive couplings | 13]. Capacitive coupling utilizes a pair of electrodes
that are formed using conventional IC fabrication. The inductive-coupling [/O 1s
formed by placing two planar coils (planar inductors) above each other and 15 also
made using conventional IC fabrication. The advantages of these approaches are
fewer processing steps hence lower cost, no requirement for 1551 protection, low
power, and smaller area [/0 cell.

Since there 1s substantial overlap belween various options and lack ol standard-
1zation n terms of defimition. classification of 3D IC technology 1s olien not straight
forward, This chapter makes an attempt to classifv 3D [C based on the processing
stage when stacking takes place,

1.3.3  Monolithic Approaches

[n these approaches. devices in each active laver are processed sequentially starting
from the bottom-most layer. Devices are built on a substrate wafer by mainstrcam
process technology. Alter proper 1solation, a second device layer 1s formed and
devices are processed by conventional means on the second laver. This sequence of
isolation, layer formation. and device processing can be repeated to build a multu-
laver structure.

The key technology in this approach 1s forming a high quality active laver iso-
lated from the bottom substrate. This bottom-up approach has the advantage that
precision alignment between layers can be accomplished. However, 1t sullers from
a number of drawbacks. The crystallinity ol upper layers 1s usually low and imper-
[ect. As a resull, high performance devices cannot be buill in the upper lavers. Ther-
mal cycling during upper layer crystallization and device processing can degrade
underlying devices and therefore a tight thermal budget must be imposed. Due to
the sequential nature of this method, manufacturing throughput 1s low. A simpler
FEOL process low 1s feasible 1if polverystalline silicon can be used for active de-
vices, however, a major difficulty 1s to obtain high-gualhity electrical devices and
interconnects. While obtaming single-crystal device lavers in a genene IC technol-
ogy remans n the research stage. polyervstalline devices suitable for non-volatile
memaory (NVM) have not onlv been demonstrated but have been commercialized
(for example by SanDisk). A key advantage of FEOL-based 3-D mtegration 1s that
[C BEOL and packaging technologies are unchanged; all the innovation occurs in
3-D stacking of active layers.

A number of FEOL techniques include: laser beam recrystallization [14, 15],
seceding-assisted reerystallization |16, 17], selective epitaxy and over-growth [ 18],
and grapho-exitaxy [19]
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1.3.4 Assembly Approaches

This 1s a parallel integration scheme in which lully processed or partially processed
mtegrated circuits are assembled m a vertical fashion. Stacking can be achieved
with one of these methods: (1) chip-to-chip. (2) chip-to-wafer, and (3) wafer-to-
wafer Vertical connection in chip to chip stacking can be achieved using wire bond
as shown in Fig. 1.9 or through silicon via (TSV) as shown in Fig. 1.10,

Wafer level 3D integration, such as chip-to-wafer and wafer-to-wafer stacking,
use TSV as the verlical mterconnect. This inlegration approach often mvolves a
sequence of waler thinning and handling. alignment, TSV formation, and bonding.
The key differentiators are:

« Bonding medium—metal-to-metal, dielectric-to-dielectric (oxide, adhesive, ete)
or hybrnd bonding;

« TSV formation—via first, via middle or via last;

« Stacking orientation—{ace-lo-face or back-lo-Tace stacking;

« Singulation level—chip-to-chip. chip-to-wafer or waler-to-waler.

Fig. 1.9 Stacked die with
wire bond interconnections in
a chip-scale package |20]

Top Chip

TSV
Bottom Chip

Fig. 1.10 3D chip stacking
using through silicon via [21]

Package

Bahan dengan hak cipta
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» Via After Bonding *» Via During Bonding * Via During Bonding

Fig, 1.11 Waler bonding techmiques for water-level 3-13 mtecration: a dielectne-to-dielecine,
b metal-to-metal, and ¢ dielectric/metal hybnd

The tvpes of wafer bonding potentially suttable for wafer-level 3D itegration
arc depicted in Fig 111 Dielectric-to-dieleetric bonding 1s most commonly accom-
plished using silicon oxide or BCE polymer as the bonding medium. These types
of bonding provide primary function as a mechanical bond and the inter-wafer via
15 lormed aller waler-to-waler alignment and bonding (Fig. 1.11a). When metal-
lic copper-lo-copper bonding 1s used (I1g. 1.11b). the mter-waler via 1s completed
during the bonding process; note that appropriate mterconnect processing within
each wafer 1s required to enable 3D interconnectivity, Besides providing electrical
connections between IC layers, dummy pads can also be nserted at the bonding
interface at the same time lo enhance the overall mechanical bond strength. This
bonding scheme mmherently leaves behind 1seolation gap between Cu pads and this
could be a source ol concern [or moisture corrosion and compromise the structural
integrity especially when IC lavers above the substrate 1s thinned down further.
Figure 1.11¢ shows a bonding scheme utihzing a hvbrid medium of dielectrie and
Cu. This scheme in principle provides a seam-less bonding interface consists of
diclectric bond (primarily a mechanical bond) and Cu bond (primarily an electri-
cal bond). However, very stringent requirements with regards to surface planarnty
(dielectnc and Cu) and Cu contamination in the dielectne layer due to misalignment
are needed.

The selection of the optimum technology platform 1s subject to ongoing develop-
ment and appheations. Cu-to-Cu bonding has sigmficant advantages for highest in-
ter-wafer interconnectivity. As a result, this approach 1s desirable for microproces-
sors and digitally-based system-on-a-chip (S0C) technologies. Polymer-to-polvmer
bonding 1s attractive when heterogeneous integration ol diverse technologies 1s the
driver and the mter-waler mterconnect densily 1s more relaxed: benzocyclobule
(BCB) 15 the polvmer most widely mvestigated. Taking advantage ol the viscos-
ity of the polvmer. this method 1s more forgiving n terms of surface plananty and
particle contamination, Oxide-to-oxide bonding of fully processed IC wafers re-
quires atomic-scale smoothness of the oxide surface. In addition, wafer distortions



14 C. 5. Tan

Via First TSV FEDL>> BEC}L>
Via Middle FEOL Tsv >> EE.:H_>
R I
F’;g;;;ﬁ} FEOL E.E'DL>> Eunding>> Thinnin:>> TSV >

Fig. 1.12 TSV can be formed at various stages of 1C processing

miroduced by FEOL and BEOL processing introduces sufficient wafer bowmg
and warping that prevents sufficient contact area to achieve the required bonding
strength, While oxide-to-oxide bonding after FEOL and local interconnect process-
ing has been shown Lo be promising (particularly with SOTI wafers that allows for
extreme thinning down to the buned oxide layer) the imcreased waler distortion
and oxide roughness alter multilevel imnterconnect processing require extra attention
during processing.

TSV can be formed at various stages during the 3D IC process as shown in
Fig. 1.12. When TSV 1s formed before anv CMOS processes, the process sequence
is known as “wia {irst™ It 1s also possible to form the TSV when the Iront end pro-
cesses are completed. In this “via middle”™ process, back end processes will continue
aller the TSV process 1s completed. When TSV s lormed alter the CMOS processes
are completed. 1t 15 known as “via last” process. TSV can be [ormed [rom the [ront
side or the back side of the wafer. The above schemes have different requirements
in terms of process parameters and materials selection. The choice depends on final
application requirements and infrastructures in the supply chamn,

Another key differentiator in 31 [C integration 1s related to the stacking orienta-
tion. One option 1s o perlorm [ace-lo-lace (IF21) alignment and bonding with all
required I/Os brought to the thinned backside of the top waler (which becomes the
lace of the two-wafer stack). Another approach 1s to temporanly bond the top wafer
to a handhing wafer. after which the device wafler 1s thinned from the back side and
permanently bonded to the full-thickness bottom wafler. alter this permanent bond-
ing the handling wafer 1s removed. This s also called a back-to-lace (B21) stacking
These two stacking orentations are shown in ig. 1.13.

F2L stacking allows a high density layer lo layer mlerconnection which 1s him-
ited by the ahgnment accuracy. Handle waler 15 not required in F2I" stacking and
this imposes more stnmgent requirement on the mechanical strength of the bond-
ing interface n order to sustain shear force during wafler thinning which 1s often
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Fig. 1.14 The choiwce 4
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interconnections, W2W is a preferred choice to maintain acceptable throughput by
performing a waler level alignment. W2W 15 also preferred when chip size gets
smaller.

1.4 Technology Platforms and Strategies

A number ol new enabling technologies must be developed and imtroduced nto
the existing [abrication process [low to make 3D miegration a reality. Depending
on the level of granulanty. new capabilities include wafer bonding (permanent or
temporary ), through silicon/strata via (TSV), wafer thinmng and handling. and pre-
cision alignment. There are a number of references on technology platforms avail-
able in the literature and the references therein |22, 23] A briel introduction to TSV
process flow 1s given. This section will primanly discuss low temperature Cu-Cu
permanent bonding which 1s the author’s core research expertise.

1.4.1 Through Silicon Via

Iigure 1.15 15 a generic process [low of TSV fabrnication flow using Cu as the
core melal. Il begins with high aspect ratio deep elching ol 51. Dielecine liner
layer 15 then deposited on the via sidewall followed by barmer and Cu seed layers
deposition. Liner laver, which 1s made of dielectnie laver such as sihicon dioxide.
provides electrical 1solation between Cu core and Si substrate. The hner thick-
ncss must be chosen appropriately to control leakage current and capacitance
between Cu core and 51 substrate. Cu super conformal [1lling 1s then achieved
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bonding parameters. 1.e.. temperature, duration, and contact pressure, are frequently
considered. In the bonding procedures described in above, thermo-compression
bonding of Cu 1s accomplished 1n two steps, 1.c., an mitial bonding step to establish
bond between painng walers and a post-bonding anneal to enhance the bond. Since
the bonding step 15 a smgle waler pair step. long bonding duration will decrease
through-put in a manufacturing environment. On the other hand. annealing can be
accomplished m an atmospheric furnace and 1t 1s possible to process batches of
wafers during annealing. Therefore. a better way to achieve high through-put Cu
wafer bonding 1s to initiate a preliminary bond with a short bonding step and to
enhance the bonding strength with a post-bonding anncal. A number of references
that discuss process parameters during thermo-compression bonding of Cu can be
found 1n [27. 28]

1.4.2.5 Observation of Interfacial Voids

In order for the bonded Cu layer to act as a reliable electrical or mechanical bond, a
delect-free and uniformly bonded Cu laver 1s desired. Careful examination by SEM
analvsis across a length of 20 pum reveals large voids 1 the bonded Cu lavers as
shown in Fig. 1.17. These voids are located at and near the location of the origimal
bonding interface. These voids can provide nucleation sites for electromigration
failure and can lead to open circuit failures. When the void density is too high, the
volds can also cause thin film delamination. Therefore, this observation requires

Fig. 1.17 Intertacial void
growth during Cu thermo-
compression bonding at
300°C fora 10 min b 30 min
and ¢ 60 min
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Fig. 1.19 Applications . |* CMOS Image Sensor
enabled by 31 technology « | Buckoile Srund
= Silnterposer
* Memory Stacking with | « F2F Chip/Chip Bonding
no Redesign with Conventional /O
~ |* Memory/Logic, at the Periphery
- Logic/Logic
* Heterogeneous
Systems
Bonding g

logie. and (4) heterogencous integration of disparate chips. Regardless of the main
driver, the feasibilily and key consideration of any 30[) application lor consumer
products has alwayvs been low cost manulacturing,

Broadly. apphcations enabled by 3D technology can be classified mto three cat-
egories as shown in Fig. 1,19, The first group of products only utihzes TSV such
as CMOS image sensor (at the time of writing, there are commercial produets from
companics such as 5T Microelectronics, Toshiba, OKI, ete), backside ground (e g.,
S1Ge power amplifier by II3M). and silicon interposer (based on the silicon carrier
alone). In this class ol devices, chip o chip bonding 15 not required. In another
group. 3D devices are implemented by bonding chip on chip in a lace o lace [ash-
on. Unhike svstem shown n Fig. 1.9, chip to chip electrical connections can be es-
tablished with mero-bump or bump-less metal-metal bonding /0 15 formed usmg
conventional wire bond or flip chip at the non-bonding periphery arca. One such
example 15 the Sony Play Station featuring memory on logic. The real 31D devices
that make use of both TS5V and bonding include stand-alone high density memory
stack, memory on logic, logic on logic, and helerogeneous svstems. Al the time ol
this writing, there has been announcement [rom Elpida on a multi-laver DRAM
stack using 3D stacking technology.

For more than 40 vears, performance growth in IC 1s realized primarily by geo-
metrical scaling. In more recent nodes, performance boosters are used to sustain this
historical growth. Moving forward, 31) mtegration 1s an inevitable path. There have
been signilicant imvestment in 30 technology by various seclors and the develop-
ment has been both rewarding and encouraging. While 3D technology 15 not with-
out 1t challenges. 1t 15 likely to see wider adoption of 3D technology in the future
when solutions for thermal management, EDA tools. testing. and standardization
are made available in the IC supply chain
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Fig. 2.1 Computational effi- Intrinsic Computational Efficiency
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ric distance translates linearly to latency, we can expect to cut communication la-
tency by 30%. A number of recent studies of communication performance mn 3-D
structures |3—7| demonstrate the significant potential of 3-IJ integration technology
for reducing power consumption and mcreasing perlormance.

3-D mtegration enables stacking ol memorv on top ol processors. thus realizmg
a direct low latency and high bandwidth memory access hink. However, to explont
the benefits. the memory architecture has to be adapted to allow for multi-port.
parallel memory access. Several recent studies have explored various memory and
cache architectures while explotting the third dimension. IYor mstance L1 et al. [§]
propose a 3-D) distnibuted 1.2 cache and observe a 50% access latency reduction,
essentially due to shorter wires within the L2 cache. Loh 9] explores the eflect of
parallel memory access by means of multiple memory controllers and ranks n a
3-) stacked DRAM based memory architecture and reports a performance inerease
ol more than 280% over a conventional memory architecture for a set of benchmark
applications. In our model we assume that in a 3-1D topology, DRAM 15 used as
embedded memory because 1t can be placed on a separate die, thus leveraging on
the capability ol 3-D to integrate dillerent process lechnology in the same sy stem.
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Table 2.1 Notation and metnes of companson

Abstraction of architectural design parameters

in Minimum feature size ol a technology node (nm)

arch Architecture of svstem (2D, 3D2. 3D, 3D8, 3D16)

(1) Ratio of on- to off=chip memory (o = 1. all memory 1s on-chip, @ = 0, all off-=clap)
A Memaory disinbution [actor (A= 1: all centralized memory, A= O all local)

1 Number of memory accesses per h'w operation (g = 1: one mem. access per op)
i Amount of memory per h'w operator (typically g = 1.000-10,000)

o Interconnect shanng factor (o = 1: no shaning, ¢ = 0: completely shared)

n Number ol die lavers Tor 3-D architectures

ared Area of die

lTechnologv and architecture dependent parameters

s, Energy for a 32-bit add operation

2 Energy for a 32-bit read/write to local SRAM

€, Energy to transport a 32-bit word over 1 mm on a planar on-chip bus
e, Energy to transport a 32-hil word over one vertical laver across TSVs
i, Area for a 32-bit memory word in SEAM or DRAM

, Area fora 1 mm long 32-bit planar on-chip bus

a, Area for 32°T58Vs

Energy to read/wrnite to ofl-chip memory, Includes 'O drivers, inter-chip com-
munication and memory chip energy consumption

+
“afithip

Primary companson metrics

ICK Number ol 32-bit add operations per Joule
D Number of 32-bit adders per mm”
4 int" Interconnect area required to transport a 32-hit word from a non-adjacent on-chip
J K, I'|'I'| AT T
% memory to the local cache: /=as + faz
E ingn Interconnect energy requited to transport a 32-bit word from a non-adjacent on-
z e - SOTEY ..
chip memory to the local cache: f=—¢: + 363
EE™ Effectuve Energy Lor a 32-bit addition:
vl - < I - T =
EET . = B35 + pip(ele) + AE_int) Y+ (1 —wle) + E_int> . + Eygnin))
ECE... Amount of computation achieved with 1 11—
ok
EA e Eflective area Tor a 32-but addition without oft-chip memory:
= i ¢ , S
8 ’1“.-;-.-. o .fI'H ply ey + oA int .

For example the special case of g, = 0 (no memory read or write) and 2-D 1 a
130 nm technology we get

P l y
ECEX = —  — —_ — JCEP" = 144.3 GOPS/W
20 ppin EI 30 /
M arch 32

2.2.4 Effective Computational Density

Similarly, the arca cannot be filled with computational units only. We need to take
memory and interconnect into account as well. We detine the Effective Area (1)
as lollows.
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assoctated with off-chip transactions, such as bus controller architecture. termi-
nation power, transaction delay, and the number of penipheral /0O deviees, which
causc the energy to vary over a wide range depending on these choices. In our study
we have been consistent with the values we use 1n order to minimize the impact on
comparisons between dillerent schemes.

2.4 ECE Trends and Dependencies

Next, we study the dependency ol FOF on parameters hike A and o« and then we
mmvestigate the limits ol £CF and raw performance under power, area and [requency
conslraimnts.

To see the overall trend. Fig. 2 3 illustrates how the KCE. the performance for a giv-
en power envelope. will develop as technology scales As a reference the plot shows
the KCFE of two recent multi-core Tilera processors. 3-I topologies have a 3 times
higher FCFE. mamly due to lower communication power consiumplion in a more com-
pact geomelry. Moreover, this increased elliciency of 3-12 1s gamned al a much smaller
area and lower [requency lor the same perlormance, as will be illustrated below 1n
secl. 243

2.4.1 Distributed versus Central Memory

To study the effect of the memory distribution factor on the KO£ we assume that for
every operation on average one word has to be read or written from or to memory
(or cache)®. Hence, g..= 1.0

Effective Computational Efficiency

9e+10 . . : . : . w
o0 —— i
HBe+10 ] .
- anz i A
— | i [a] -
Fig. 2.3 Performance of g 7e+10 D4 emens "
dillerent topologies at differ- = 6e+10 308 @ =y
ent technology nodes with B Besi0 L D16 ot Soe _.--F 1
A=0.05 cw=1and u =1 o 45 i
The data for the two Tilera g el Sl e
processors are closer to the 5 oe+10 r _‘,_" o o .
L = 3 " . f W LrE L D_ ."-. --' " £ la:
!]'lL{.‘.-.TLIILdi ]'Hﬂrj[:rmtlmzn_ than O 2e+10 | i : |
im Fig. 2.1 due to the fact that ) _lfi__;__-__:;_._'_T_-_T[;.:.;;;:':;-;;;“ +Tilera 100 core
the interconnect overhead has Ll o= 4 Tilera 36 core T
been accounted for, although 0 s : ' ! - : !
the control circwtry overhead 180 160 140 120 100 B8O 80 40 20 0O

1s neglected Technology node [nm]

¥ We assume registers and small register files close 1o the operators. Reading and wriling of regis-
ters 1s not constdered as memaory access.
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cycle. It has 4 MB (=1 M Word) of on-chip cache resulting in g =2-/512=2.048
The Niagara 2 | 17] processor from Sun Microsystems, which 1s an 8 core 64 thread
processor with 4 MB of on-chip cache. [alls into a similar range.

Keep in mind that our model illustrates trends and himits but does not account
for control logic. decoders, arbiters, etc. The area contribution of that part 1s not
seen in Fig. 2 7a. We usually atiribute those elements to the processing units and
hence., their area fraction 1s lower in Fig. 2 7a than we intuitively expect. However,
the comparison of 2-IJ and 3-I) topologies 15 interesting, Due to the higher den-
sity of memory 1 a 3-D architecture (DRAM vs SRAM 1n 2-10), the area domi-
nance of memory n 2-D 15 much higher than in 3-D lor the same g, Consequently.
more ol the area n a 3-D system 1s filled with computation units and mterconnect.
(The relative ratio of the two latter 15 given by ¢ A lower & would reserve more of
the area to computation. )

Figure 2.7b shows how the arca not covered by memory, 15 used for computa-
tion 1n 2-1) and 3-D topologies. FFor g =2.000 we can afford 684 operators n a
2-D) system, while we can squeere 1n 24 551 operators i a 3D16 system. The
reason 35 times more operators [1t into the same area 1s mainly due to the much
higher density of DRAM as opposed to SRAM that 1s common 1n 2-D based sy s-
tems. This naturally translates to a similar increase of performance as Fig. 2.7¢
illustrates, It also results in a prolibitively high power consumption since the
computation consumes much more power than the memory. Apparently. we can-
not power all these computations in reality, but we can translate the increased
potential that 3-D ollers into either smaller chips. or lower [Ttequency, or higher
memory content.

Figure 2 8 shows performance and power consumption for a smaller svstem
(100 mm*) clocked at a somewhat lower frequency and at the 35 nm technology
node. With g =4 000 we get a practical power consumption and stll a very respect-
able tera-scale performance.

system@ 700 Mhz, 25 nm, u_= 1.0, System@ 700 Mhz, 35 nm, p,. = 1.0,
A=0.1,w=10 =003 A=01,a=1.0 =003
4 58+13 . . . . ano . ; .

. 2D : Iy 20 -—
P | : R T—| i D2 e J.'
S 3.be+l13 A0 i l,'l GO0 F 304 . .f
E de+13 3Da e A 500 aDs B s
® 2.5e+13 } 3D16 A ] = {0 ][ J—
= i/ 4 2400
£ 2e+13 ¢ P = f
T 1.5e+13 | e 300 | i
§. le+13 1#“:_“?_,5.!.:-__5.:_;-_._,-- 200 l*h“""?:.:”jq:\l o |

Sa+12 rnmmmm!*'- =L 100 i gsseS -
] g - | 0 . i -—l-_"'_f/l
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Mg Iy

Fig. 2.8 Performance and power consumption for a concrete 100 mm® system with H=1.0,
o=0.031, w=10 and A=0.1. clocked at 700 MHz. with a 35 nm technologv. a Operations per

second. b Power consumplion
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er, mgh-vielding dies in possibly different. dedicated process technologies [8] It
utihzes the vertical dimenston for stacking thinned dies, thereby creating a smaller
footprint as well as a higher transistor density per volume unit. And the TSV-based
interconnects between the vanous dies have in number, *apccd and power dissipa-
tton more similarity Lo on-chip wires than to ofl-chip wire bonds [9. 53]. On-chip
mterconnect wire length, especially of the global and semi-global wires, can be
reduced drastically [10].

The process technology for 3D-S1Cs based on TSVs is becoming available now,
design support tools are emerging |11, and first products start to appear on the mar-
ket. Among the early applications are CMOS 1image sensors stacked on their cor-
responding read-out and digital processing circuilry, and stacks ol memories [12].
Memory-on-logic [13] and logic-on-logic | 14] are expected to follow suil.

Through-Silicon Vias provide. as ther name indicates. an electneal connection
[rom the active front-side (“face™) of a silicon die through the silicon substrate to
the back-side. This allows to interconnect multiple vertically stacked dies with each
other. Below, we describe one of the TSV tvpes developed at IMEC. These T5Vs
are cylindrical copper nails of 25 pm height, 5 um diameter (1.e., an aspecl ratio
ol 5:1), and have a minimum pitch of 10 um [15. 16]. The TSV labrication steps
are depicted m Fig. 3.2 and consist ol (1) deep silicon etching of TSV holes. (2)
oxide deposition. (3) copper seed deposition, (4) copper plating. and (5) chemical-
mechanical polishing (CMP)

As can be seen in Fig. 3.2, when the waler processing 1s completed, the TSVs
arc still deeply buried within the waler; their height 1s only 25 pm, while the total
waler thickness 1s around 750 pm. To expose the TSV lips, the waler needs to be
thinned down [rom the back-side o just below 25 um thickness. In order to provide
sullicient mechanical strength and prevent it [rom breaking or cracking. the to-be-
thinned wafler 1s temporary bonded onto a carmer waler. prior to thinming [17]. Sub-
sequently, the thinned product wafer on 1ts carner wafer 1s permanently bonded to
the next die, after which the temporary carrier wafer 1s removed. The thinning and
bonding steps are depicted in I1g. 3.3, This process can be repeated in case more
than two dies are stacked.

There are many different variants of TSV types. process steps. and stacking op-
tions [3, 18, 19]. Below, we describe some of them, m as far as relevant for the
remaimder ol this chapter

The TSVs we described above have a 5 um diameter, 25 um height, and 10 um
mintmum pitch; TSVs can also be larger or smaller. Taller TSVs cause less prob-
lems with respect to waler thinming, but have a larger aspect ratio and hence are
more diflicull to properly ill |20]. That 1s, unless we also make the TSV diameter
larger. but that has a negative mmpact on the silicon area they consume as Keep-oul

8 B O QO

deep silicon via oxide Cu seed Cu plating
etching deposition deposition

Fig. 3.2 Subscquent TSV fabrication steps
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package test. The wafer test typically serves merely as an economical optimization
to prevent unnccessary package and packaging costs of dies that can be identified
as faulty already durning wafer test. Hence, the wafer test contents 15 typically a
large subset ol the package test. Whether or nol waler testing should be done for a
particular product, depends on the waler fabrication yield y, the fraction & of [aulty
products that the test can detect (which 1s determined by the test quality ), the costs p
that can be prevented per product (here: the cost of packaging a smgle die). and the
cost £ ol executing a wafer test on a single product (which 1s typically direetly relat-
cd to the test quality ). Executing a wafer test contributes to overall cost savings if

(l—v)-d p=t (31)

For many conventional ICs, the benelits of waler testing indeed exceed 1ts execu-
tion cost and hence the water test 1s part of their test flow,

In recent vears, a market has grown for delivery of unpackaged dies. either stll
i their original walers or already simgulated. These unpackaged dies are delivered
by one company (the “die provider’) and subsequently used by another company
(the “die user’), for example for embedding in an MCP or S1P. Suddenly. the naked
die 1s no longer an intermediate produet; for the die provider., 1t 1s the final product
The die user wants the die provider to deliver high-quality products. This changes
the role of the water test. Instead ol consisting of an economically-justified subset
ol the (Inal) package test, 1t is now the lmal test. This has led to the concept of
Known-Geod Die (KGD) tests | 22]. which should guarantee as much as possible the
quality of the outgomng dies. A typical KGD waler test includes at-speed and burn-in
tests. m order to achieve quality levels otherwise known from fial tests,

3.3.2  Test Flows for 3D-SICs

For 31-51Cs, we distinguish between (1) pre-bond tests. (2) post-bondtests. and (3)
the package test [23]. These tests are depicted in Fig. 3.6b. Only the package test 1s
a test on packaged products; all other tests are tests ol naked dies and die stacks, As
handhing and testing individual dies 1s rather cumbersome. we assume here that all
pre-bond and post-bond tests are waler-level tests. We distinguish between the pre-
bond and post-bond waler tesls, as they are distinctly dilferent, not only 1n content
and purpose. bul also 1n lest access. For pre-bond tests. each die requires 1ls own
probe access poimnts, while m post-bond tests. all test data 1s assumed to be pumped
m and out through the bottom die of the stack

The package test serves the purpose of guaranteeing the outgoing product qual-
ity of the final product. Depending on the relationship and agreements between the
die provider(s) and die user, the pre-bond and post-bond tests might have different
roles. In the case ol a vertically-integrated 3D-5IC maker, waler tests have the role
ol economic optimizers only. However, 1n case die provider and die user are distinet
companies, pre-bond and/or post-bond waler tests might have the role of final test
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Fig. 3.8 Lxpected vield imncreases for an example 3D-51Cs with a varving die vield v and lixed
stack s1z¢ = 2 and b varving stack size s and hixed die vield v = 81.6% |20]

cantly reduces the resulting test data volume as well. as every module gets only

the test pattemns it requires. instead of the SoC-wide maximum [30],
« Modular testing allows for easy rcuse of tests, throughout the life-cvele of

one Sol, and also in subscquent derivate designs that reuse the same design

module.

The modular test approach 1s especially suited to 3D-SICs. All [our arguments hst-
ed above for modular SoC testing apply even stronger to the case of 3D-5ICs. In
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3.6 3D Walfer Test Challenges

Compared to a conventional 2D test [low, a 3D test flow contains potentially many
more waler tests [or carrving out pre-bond and post-bond tests on imtermediate
product stages. which prevent downstream processimg of bad products and hence
arc necessary to keep the overall production cost down. Pre-bond and post-bond
waler tests both have their specific challenges with respect to probe access.

3.6.1 Pre-Bond Wafer Test Access

I'or pre-bond tests. the main waler test access challenges stem [rom probing on very
many, very small probe points, possibly on thinned walers on a lemporary carmer
waler.

Today’s probe technology. using either cantilever or vertical probes, goes down
to a minimum pitch of about 35 pm [43], has a maximum probe count of several
hundreds, and makes sigmificant scrub marks in order to achieve a proper electrical
contact. This 1s insuflicient to probe on TSV tips of 5 pm diameter and 10 pm pitch
(or smaller), which might come 1n several thousands (the 10 pm pitch allows TSV
densities up to 10 k/mm~). are made of [ragile copper, and do nol tolerate scrub
marks that mhibit downsiream Cu—Cu bonding on the same surface. Probing on
Cu—5Sn micro-bumps 1s also challenging, but nevertheless a bit easier. as the sizes
and mitches of the micro-bumps are larger, consequently thewr numbers smaller, and
the constraints on scrub marks less strict

For pre-bond testing of the vanous dies that will make up a 3D-5IC, we distin-
guish between the boltom die and the other (non-boltom ) dies. The non-bottom dies
recerve all their [unctional s1gnals (power, ground. clocks. control, data) exclusively
through TSV connections. and hence only possess [/Os which cannot be probed
with today s probe technology. The bottom die 1s different, i the sense that. next to
its TSV connections, 1t also has wire-bond or flip-chip pads for the extra-connect,
which provide an interface probe-able with today’s probe technology and which
allows us to get test data in and out of that die and test 1it. If we want to execute pre-
bond tests on the other, non-bottom dies, new solutions need to be developed. The
[ollowing solution approaches are being explored.

« Additional probe pads
Providing dedicated additional probe pads (as a form of DIT) at the side to be
probed and sized such that today s probe technology can handle them. Obvious-
ly, this comes with an area penalty, and hence the number of extra pads should
be mimmmized; on-chip DIT can help with this (see Secl. 3.7).

*  Probe technology improvement
S1gnificant mmprovement of waler probe technology, scaling down to (in the or-
der of) 25 pm pitch for micro-bump probing or down to (in the order of) 10 pm
pitch for TSV tip and TSV landing pad probing, while at the same time increas-
ing the maximum probe count and reducing the serub mark damage.
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3.6.2 Post-Bond Wafer Handling

[n post-bond testing. the waler test access 1s typically through the regular [unctional
pads ol the bottom die of the stack. Thas 1s largely “busimess-as-usual ™ as far as probe
technology 1s concerned. The challenges for post-bond testing are in the wafer han-
dling within the probe station, especially in the case of D2W stacking. On top of
the bottom wafer, stacks consisting of one or multiple dies stick out. If that top side
1s the probe side ol the waler, the stacks might obstruct the contact view, making
probe needle posiioning difficult. Also. during probe needle movement, we need
o make sure that the needles do not collide with the stacks. On the other side., 1l we
probe on the bottom side of the wafer, the stacks create a very non-planar surface.
which 1s difficult to keep stable on the chuck. It 15 still a matter of on-going research
to resolve these 1ssucs

3.7 3D On-Chip DIT Architecture

3.7.1  Hierarchical DfT Requirecments

The primary role of on-chip Design-for-Testability (Df1) 15 to provide controllatl-
ity and observability from the chip I/Os into the heart of the chip design and vice
versa. We consider a hierarchical 3D-5IC consisting of multiple stacked dies, which
each consist ol one or muluple “test modules™ (see Sect. 3.4) DIT requirements ex-
15t al every level ol the design hierarchy.

| Core-Level DfT
DIT within the test modules, e g.. internal scan chains, Test Data Compression
(TDC) hardware [48]. and/or Buili-In Sell-Test (BIST).

. Die-Level DfT
DIT to enable modular testing per die. 1.e.. wrappers around the test modules
and TAMs [29]. Wrappers based on [EEE Std. 1,500 [32] provide controllability
and observability at the module boundary, for both inward-lacing tests (fufest)
as well as outward-facing tests (Fx7Tesr). The TAM architecture can be optimized
lor test bandwidth vs. test length trade-oll [33].

. SIC-Level DfT
This level constitutes the new DIT for TSV-based 3D-5ICs. It includes the
following,

[

fad

A wrapper at the die boundary, to support modular testing per die, and allow
for both In'Test (testing the dies and cores) and Ex'Test (lesting the TS V-based
mterconnect m between the dies). The wrapper cells could either be based on
[EEE Std. 1,149.1 or IEEE Std. 1,500 (see Fig. 3.14). Especially if dies are
designed by different teams or companies. and not necessanly “friends’ at
their interfaces, 1t 1s probably a wise thing to equip them with rnipple-protected
wrapper cells.



Image
not
avallable




Image
not
avallable




Image
not
avallable




3

Testing 313 Stacked [Cs Contamming Through-Silicon Vias 6o

Post-Bond Waler and Package Tests

For all post-bond wafer and package tests, test access 1s via two scan chains
which are multiplexed onto already-existing functional pads on the front-side of
the bottom die, viz. D1/SI1-Q /501 and D2/512-Q2/502.

4. A mode in which a post-bond waler or package test can be applied to the bot-

tom die (I'1g. 3.164d).

A mode m which a post-bond waler or package test can be apphied Lo the top

die (Fi1g. 3.16¢).

6. Amode i which a post-bond wafer or package test can be applied to the TS V-
based mterconnects between bottom and top die (Fig. 3 1610),

LA

Board-Level Test

7. Amode in which a board-level test 15 executed (I1g. 3. 16g). Test access1s via
one boundary scan chain along the extra-connect interface ol the bottom die
which connects o dedicated [ront-side pads, viz. TDI-TDO (parl of the IEEE
1.149.1 Boundary Scan standard).

3.7.3 Advanced DfT Techniques and Test Resource Partitioning

The following advanced DI'T techniques play a special role in the context of 3D-
SICs,

Reduced Pad-Count Testing (RPCT)

RPCT 1s a DI'T technique to reduce the width ol a scan test interface
discussed 1n Seet. 3.6, dedicaled additional probe pads might need to be pro-
vided to execute a pre-bond test on the bottom die affer thinming or to execute

53]. As

a pre-bond test on other, non-bottom dies These extra probe pads are costly
in area. RPCT can be exploited to reduce the number of extra pads required
Note that the usage of RPCT does not affect the total test data volume, which
implies that a reduced test interface width comes at the expense ol an increased
lest length.

lest Data Compression (1DC)

I'DC 15 a DIT technique that exploits the many ‘don’t care” bits in ATPG-gen-
erated test patterns to compress the off-chip test data in a (near-) lossless man-
ner. It allows to reduce the volume of both test stimuhi and responses (and the
corresponding test length) with one or two orders ol magnitude [48] TDC can
play a role in reducing the test data volumes of 3D-5ICs. When applied per test

module, the TAMs that provide these test modules with simuli and responses
can be scaled down. Also, RPCT and TDC form an attractive DfT combmation,
as the first scales down the test interface width, while the second prevents the test
length from mereasing.
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